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ABSTRACT
This position paper emphasizes the role of user-centered artificial in-
telligence in critical decision-making domains in machine learning
models. In this paper, I introduce MOCCF (Multi-Objective Coun-
terfactuals for Counterfactual Fairness) as an extended method that
generates realistic counterfactuals by leveraging multiple objec-
tives. Furthermore, to increase transparency, I propose two fairness
metrics, Absolute Mean Prediction Difference (AMPD), and Model
Biasness Estimation (MBE). I argue that these metrics enable the
detection and quantification of unfairness in binary classification
models both at the individual and holistic levels consecutively and
contribute to user-centered artificial intelligence.
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1 INTRODUCTION
Counterfactuals play a crucial role in user-centered artificial intelli-
gence (AI) by aiding in detecting and mitigating bias in machine
learning (ML) models. This assists in ensuring that AI technologies
are developed and deployed in a manner that is more equitable and
aligned with human values. Counterfactuals are used for model
interpretability by identifying input changes that lead to different
predictions. However, generating realistic counterfactuals is crucial
to avoid unrealistic conclusions [3]. To address this concern, re-
searchers have proposed methods that specifically aim to generate
plausible counterfactuals [2, 4].

This work is based onMulti-Objective Counterfactuals (MOC) [2]
for counterfactual generation at its core for its unique approach to
generating counterfactuals with multiple objectives. As an exten-
sion to MOC, MOCCF makes adjustments to one of these objectives
in order to ensure the goal of fairness. With this idea of gener-
ating multi-objective counterfactuals, MOCCF contributes to the
advancement of user-centered AI by addressing fairness concerns
in ML models. For detecting unfairness in ML models, I propose
two fairness metrics, AMPD and MBE. These metrics are evaluated
using the counterfactuals generated by MOCCF. Additionally, I
have also compared the performances of different counterfactual
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generation methods in terms of their number of generated coun-
terfactuals, execution time, and quality of the counterfactuals. The
entire process of this benchmark study is implemented in R and is
available on GitHub [1]. With this implementation, my experiments
answer the following research question:

RQ: How do the proposed fairness metrics perform in
terms of determining and explaining the unfairness
of an ML model on an individual and a holistic level?

2 APPROACH: ILLUSTRATIONWITH LAW
SCHOOL DATASET

In this section, the methodology of MOCCF is explained using the
Law School Admission dataset, which contains information about
163 law schools in the US [5], including features such as LSAT
scores, undergraduate GPA, expected average grade for the first
year, and more. To demonstrate the process, a random forest model
is used to predict first-year performance. An instance is randomly
selected from the dataset where the student is black and has low
first-year performance. The model is trained without this instance,
and it predicts with a 90% probability that the student will not
perform highly in the first year.

The goal is to investigate if changing the student’s sensitive
attribute, race, from black to white would alter the prediction. The
process involves specifying the instance, the sensitive attribute
(race), the desired attribute status (white), and the desired probabil-
ity interval for the counterfactuals’ predicted probabilities. In this
case, 230 counterfactuals are generated. These counterfactuals are
then evaluated using a second prediction model that predicts the
probabilities of the sensitive attribute. Out of the 230 counterfactu-
als, 44 are classified aswhitewith a high probability. Next, the initial
model is tested on these counterfactuals to observe if the decision
changes from the initial prediction of ‘No’ for high first-year per-
formance. The prediction differences between the counterfactuals
and the original instance are calculated, and the percentages of
predicted classes are determined.

In Figure 1, I present a t-SNE plot that demonstrates the plausi-
bility and effectiveness of the generated counterfactuals in testing
bias. The actual instance is represented by the circled green tri-
angle data point, while the big magenta triangles represent the
generated counterfactuals. The plot reveals that the majority of the
counterfactuals are in close proximity to the actual instance. This
visualization supports the selection of plausible counterfactuals,
which is crucial in testing model bias.

From the generated counterfactuals, 88.64% predicted a higher
probability of high first-year performance when the students were
white, indicating a potential disparity in the predictions based on
race.
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Figure 1: tSNE plot for the combined data (original data, ac-
tual instance in circled green triangle, and counterfactuals
in magenta triangles) of the Law School Admission Dataset.

3 FAIRNESS METRICS
I use MOCCF to generate plausible counterfactuals to evaluate the
fairness metrics. I compare two different ML models (random forest
and logistic regression) on four different datasets (COMPAS, Law
School Admission, UCI adult, and Lipton hiring). I have compared
the performance of the binary classifiers in terms of unfairness and
used AMPD and MBE for the unfairness estimation. The motivation
is to formulate a more intuitive metric and quantify the extent of
the unfairness of a model against a single instance and multiple
instances.

AMPD. Absolute Mean Prediction Difference measures the ab-
solute value of how the prediction probabilities 𝑓 ∗ (x′

𝑖
) of the gen-

erated counterfactuals x′𝑖 differ from prediction probability 𝑓 ∗ (x∗)
of the actual observation x∗ on average.

𝐴𝑀𝑃𝐷 (x∗) = 1
𝑛𝑐 𝑓

|
𝑛𝑐𝑓∑︁
𝑖=1

𝑓 ∗ (x∗) − 𝑓 ∗ (x′𝑖 ) | (1)

Here 𝑛𝑐 𝑓 denotes the number of counterfactuals generated for the
actual instance x∗. AMPD provides us with a value between 0 and
1 for a single instance. We can say that if the AMPD of a model for
an instance is 0, that means it is very likely that the model is not
unfair. Any value greater than 0 implies the presence of unfairness
in the model for the specific instance.

MBE. Model Biasness Estimation is calculated by averaging over
the AMPDs of the 𝑛 data points in the following way:

𝑀𝐵𝐸 =

𝑛∑
𝑖=1

𝐴𝑀𝑃𝐷 (x∗
𝑖
)

𝑛
(2)

Where x∗
𝑖
is 𝑖𝑡ℎ observation of the dataset. As MBE is derived

from AMPD, it, therefore, provides an estimate of the model’s fair-
ness on average for the given dataset, ranging from 0 to 1. A value
of 0 signifies no unfairness on a holistic level, while values greater
than 0 indicate the presence of unfairness for the given dataset.

In Figure 2, I present the MBE values of the random forest and
logistic regression classifiers across four datasets. The random forest
classifier exhibits the highest MBE in all datasets except for the Law

Figure 2: MBE comparison across different ML models and
datasets.

School Admission dataset, where it shares the sameMBE value with
logistic regression. This indicates that the random forest is generally
unfairer than the logistic regression model in three datasets, as it
has higher MBE values.

This comparison of models with respect to their MBE values
helps answer the research question of measuring the performance
of the proposed metric MBE in terms of model fairness testing.
We can see that the higher the value of MBE for an ML model,
the greater the chance of a model being unfair. Hence, we can
conclude that with a reliable counterfactual generation method,
MBE is capable of capturing the unfairness in ML models for an
entire dataset.

4 CONCLUSION AND FUTUREWORK
In this paper, I present MOCCF, a fairness testing tool, as a contri-
bution to user-centered AI. MOCCF utilizes multi-objective coun-
terfactuals to detect unfairness in ML models. The introduction
of the fairness metrics, AMPD and MBE enables the detection of
unfairness at the individual and holistic level, expanding the scope
of counterfactual-based fairness testing, which would help users
understand the ML models better. Additionally, future improve-
ments include generalizing the testing mechanism for regression
tasks. Future work may also involve developing user interfaces
for improving the explainability of black-box ML models based on
MOCCF.
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