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Abstract. The interdisciplinary field of explainable artificial intelligence
(XAI) aims to foster human understanding of black-box machine learn-
ing models through explanation-generating methods. Although the social
sciences suggest that explanation is a social and iterative process between
an explainer and an explainee, explanation user interfaces and their user
interactions have not been systematically explored in XAI research yet.
Therefore, we review prior XAI research containing explanation user in-
terfaces for ML-based intelligent systems and describe different concepts
of interaction. Further, we present observed design principles for interac-
tive explanation user interfaces. With our work, we inform designers of
XAI systems about human-centric ways to tailor their explanation user
interfaces to different target audiences and use cases.

Keywords: explainable AI · explanation user interfaces · interaction
design · literature review.

1 Introduction

Intelligent systems based on machine learning (ML) are widespread in many
contexts of our lives. Often, their accurate predictions come at the expense of
interpretability due to their black-box nature. As consequential predictions of
these systems may raise questions by those who are affected or held account-
able, there is a call for “explanations that enable people to understand the de-
cisions” [85]. Hence, much research is conducted within the emerging domain
of explainable artificial intelligence (XAI) and interpretable machine learning
(IML) on developing methods and interfaces that human users can interpret –
often through some sort of explanation. Often there is not a single explanation
to be conveyed [1]. Therefore, the DARPA XAI program describes the XAI pro-
cess as a two-staged approach. It distinguishes between the explainable model
and the explanation user interface [37] and, thus, disentangles analyzing the ML
model behavior from communicating it to the user. We define an explanation
user interface (XUI) as the sum of outputs of an XAI system that the user
can directly interact with. An XUI may tap into the ML model or may use
one or more explanation generating algorithms to provide relevant insights for
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a particular audience. The design of interfaces that “allow users to better un-
derstand underlying computational processes” is considered a grand challenge
of HCI research [86]. Shneiderman considers XUIs as a building block towards
human-centered AI which aims “to amplify, augment and enhance human per-
formance” instead of automating it [85].

However, most XAI research focuses on computational aspects of generating
explanations while limited research is reported concerning the human-centered
design of the XUI [89, 85, 102]. Similarly, resources targeting practitioners, such
as UK’s Information Commissioner’s Office1 , who aim to provide practitioners
with “guidance [that] is practically applicable in the real world”, do not touch
on explanation user interfaces nor how to present them to users and instead
propose “...to draw on the expertise of user experience and user interface de-
signers”. A notable exception is Google’s People+AI Guidebook2 which presents
case studies of explanations integrated into mobile apps. As the human use of
computing is the subject of inquiry in HCI [73], our discipline “should take a
leading role by providing explainable and comprehensible AI, and useful and us-
able AI” [105]. In particular, our community is well suited to “provide effective
design for explanation UIs” [105].

To follow this call and to understand the current practices in the field, we
took an HCI perspective and conducted a systematic literature review. The over-
arching research question (ORQ) of our work is to survey how researchers
designed XUIs in prior XAI work. From there, we analyze the user inter-
actions offered by the XAI systems and describe observed design patterns. Our
work is guided by the following more specific research questions:

– RQ1: How can the different concepts of interaction in XAI be characterized?
– RQ2: What design principles for interactive XUIs can be observed?

The increasing demand for interpretable systems also raises the question how
to present this interpretability to users. The contribution of this paper is two-
fold: First, we provide a structured literature overview of how user interaction
has been designed in XAI. Second, we outline design principles for human in-
teraction with XUIs. Our work guides researchers and practitioners through the
interdisciplinary design space of XAI from an HCI perspective.

2 Background and Related Work

2.1 Interaction in Surveys of Explainable AI

XAI is an umbrella term for algorithms and methods that extend the output of
ML-based systems with some sort of explanation. The goal is “to explain or to
present [the ML-based system] in understandable terms to a human” [27].

1 ico.org.uk/about-the-ico/ico-and-stakeholder-consultations/ico-and-the-turing-
consultation-on-explaining-ai-decisions-guidance/

2 pair.withgoogle.com/chapter/explainability-trust/
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Multiple reviews of the growing field of XAI exist. They formalize and ground
the concept of XAI [1, 3], relate it to adjacent concepts and disciplines [1, 62],
categorize methods [36, 57], analyze the user perspective [33], review evaluation
practices [65], or outline future research directions [1, 3]. Most of these reviews
acknowledge the importance of interaction for XAI only as a side note. For in-
stance, Mueller et al. [65] consider an effective explanation to be “an interaction”
and “not a property of statements”. Adadi et al. [3] state that “explainability can
only happen through interaction between human and machine”. Abdul et al. [1]
present research on interactive explanation interfaces as an important trajectory
to advance the XAI research field. However, none of these reviews elaborates how
this interaction could be described nor designed to inform researchers and prac-
titioners. To our knowledge, none of the review look at XAI from an interaction
design perspective.

On a broader level, there is a line of research on how to design the over-
all human interaction with AI-infused systems. For instance, Amershi et al.
present guidelines for AI-infused systems [5]. While not explicitly addressing
interpretability nor explanations, they point out the importance of making clear
why the system did what it did in case of errors. However, their guidelines do
not outline what this interaction could look like.

2.2 The XAI Pipeline and Explanation User Interfaces

The XAI process can be broken down into different steps. Murdoch et al. dis-
tinguish between the predictive accuracy, the descriptive accuracy, and the rele-
vancy of an XAI system. Predictive accuracy is the degree to which the learned
ML model correctly extracts the underlying data relationships. Descriptive ac-
curacy (also referred to as fidelity) is the degree to which an explanation gener-
ation method accurately describes the behavior of the learned ML model. Both
accuracies can be objectively measured. In contrast, the subjective relevancy de-
scribes if the outputs are communicated in a way that they provide insights for
a particular audience into a chosen domain problem [67].

The DARPA XAI program illustrates the XAI process as a two-staged ap-
proach. It distinguishes between the explainable model and the explanation user
interface [37]. The former addresses the predictive and descriptive accuracies,
while the latter aims for relevancy. Such a two-staged approach disentangles
the XAI process into analyzing the ML model behavior and communicating it
to the user. Similarly, Danilevsky et al. [21] differentiate between explainability
techniques and explainability visualizations. The former generates ”raw expla-
nations” typically proposed by AI researchers while the latter is concerned with
the presentation of these ”raw explanations” to users typically guided by HCI
researchers. Most open-source methods for XAI provide a single explanation gen-
eration method. However, there is a growing number of explanation generation
toolkits (e.g., AIX 3603, Alibi4, DALEX5) that combine multiple state-of-the-art

3 https://aix360.mybluemix.net/
4 https://docs.seldon.io/projects/alibi/en/latest/
5 https://uc-r.github.io/dalex
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methods in a uniform programming interface and thus enable rapid prototyping
of XUI.

In this work, we define an explanation user interface (XUI) as the
sum of outputs of an XAI process that the user can directly interact
with. Shneiderman [85] outlines two modes of XUI. Explanatory XUIs aim to
convey a single explanation (e.g., a visualization or a text explanation). In con-
trast, exploratory XUIs let users freely explore the ML model behavior. They
are most effective when users have the power to change or influence the inputs.
Arya et al. [7] distinguish between static and interactive explanations. A static
explanation “does not change in response to feedback from the consumer”. In
contrast, interactive explanations allow “to drill down or ask for different types
of explanations [...] until [...] satisfied”.

3 Methodology

In line with our ORQ, our method for characterizing interaction in XAI was
to collect a corpus of publications using the structured search approaches by
Kitchenham and Charters [47]. We then analyzed the corpus regarding the in-
teraction concepts followed by the authors as well as the design and interaction
functionalities offered to users.

To collect a corpus of candidate publications, we conducted a systematic
search in the ACM Digital Library. We limited our search to work that has
been published at venues relevant to HCI (Sponsor SIGCHI ). Through initial
exploratory search, we obtained an initial understanding of relevant keywords,
synonyms, and related concepts that helped us to construct the search query.
Different terms are used to describe the field of XAI and XUI [1]. We focused on
publications that include user-centered artefacts with explicit forms of explana-
tion for the underlying intelligent behavior. Our primary focus was on research
that builds on the potentials of current algorithmic explanation-generating XAI
methods and thus often self-identifies as ”XAI” or ”explainable AI”. To account
for the historic perspectives, we included ”explanation interface” and ”explana-
tion facility”. These terms emerged in the 2000s from the recommender systems
community and have often been used as a umbrella term for user interfaces cover-
ing different explanatory goals [92]. Further, we were interested in research that
has a user focus and mentions some form of “user interaction”, “user interface”,
or aspects of “usability” or “interactive”. We prepended the terms interaction
and interface with “user” to distinguish them from feature interactions and sys-
tem interfaces. While not covering the entire dynamic of this interdisciplinary
field, this scoping resulted in a diverse set of works from multiple decades that
put a focus on the user interface artefact. This resulted in the following search
query:

[[All: ”xai”] OR [All: ”explainable ai”] OR [All: ”explanation facility”]
OR [All: ”explanation interface”]] AND [[All: ”user interaction”] OR
[All: ”user interface”] OR [All: usability] OR [All: interactive]]
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We conducted the search procedure in December 2020, which returned a total
of 146 results. We then analyzed the full-text of all results. We excluded 13
results without a contribution (i.e., proceedings, keynotes, workshop summaries).
Publications included in our analysis had to present results from constructive [73]
research that involved an XUI artefact (n=57) or conceptual [73] research that
addresses interaction in XAI (n=34). Consequently, we excluded 28 results that
were not related to XAI and 14 results that were related to XAI but did not
present an XUI nor describe interaction. The review was conducted by the first
author. The second author was consulted for feedback. Our final set for analysis
consisted of 91 publications. We analyzed the selected publications and coded
information about the reported XUI and user interactions in a database.

4 Concepts of Interaction in XAI

Following Hornbæk and Oulasvirta [42], interaction describes the interplay be-
tween two or more constructs. They analyzed the interplay between the con-
structs human and computer that were discussed in HCI research. From this,
they derived seven concepts of interaction: interaction as information transmis-
sion, as dialogue, as control, as experience, as optimal behavior, as tool use, and
interaction as embodied action. More narrowly, Miller frames XAI as one kind
of a human-agent interaction problem where an ”explanatory agent [is] revealing
underlying causes to its or another agent’s decision making” [62]. As such, it
is about the interplay between a human user and an AI agent that is mediated
through an XUI. Tintarev and Masthoff [92] distinguish seven explanatory goals:
transparency (answer how the system works), scrutability (allow to question and
correct the system), trustworthiness (increase user confidence), persuasiveness
(convince user), effectiveness (help user making good decisions), efficiency (help
user making decisions faster), and satisfaction (increase usability). As these may
be conflicting with one another, designers of XUI “need to make trade-offs while
choosing or designing the form of interface” [93].

We build on the interaction concepts of Dubin and Hornbaek [42] and apply
them to human-XAI interaction. To answer RQ1 (How can the different concepts
of interaction in XAI be characterized?), we analyzed the primary interaction
concept that authors (implicitly) applied as part of their work. In particular,
we focus on the interplay between a user and an AI system that is facilitated
through a UI that leverages some kind of explanation to reach an explanatory
goal. We abstracted from the purpose that the researchers used the XUI for and
instead looked at how a user could interact with it. As such, we approached the
concepts of interaction with an artefactist approach [90]. Below, we introduce
each concept and relate them to surveyed publications. Table 1 summarizes our
analysis.

4.1 Interaction as (Information) Transmission

This concept centers around maximizing the throughput of information via a
noisy channel. The interaction is about selecting the best message for transmis-
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sion from a set of possible messages [42]. It follows the Shannon-Weaver [84]
model of communication according to which the sender transmits information
to the receiver but in between noise is added to the original message.

Static XUI:
example [14],
visual [4, 25, 56, 106],
textual
[9, 23, 26, 48, 68]

Interactive XUI:
visual & textual [30]

Fig. 1. XAI-interaction as (information) transmission is about presenting an
accurate and complete explanation about the AI behavior.

Transfer to XAI: The goal of this interaction centers around presenting users
with one complete explanation. Surveyed publications following this concept are
mostly driven by the explanatory goal of transparency and acknowledge that
“algorithms should not be studied in isolation, but rather in conjunction with in-
terfaces, since both play a significant role in the perception of explainability” [25].
They emphasize either (i) the descriptive accuracy of an explanation to describe
the underlying AI behavior [26, 30, 48, 56, 68] or (ii) the capacity of a single ex-
planation style [4] or differences between explanation styles [9, 14, 23, 25, 106, 83]
to convey information about the behavior to the human. The message is noisy
because it may be difficult or even impossible to fully describe the complexity
of the AI in a human understandable way, such as with deep neural networks.
Unlike interaction as a dialogue, this interaction is mainly about unidirectional
communication by presenting a single and static explanation. The XUI is mainly
used as a medium for transmitting this explanation.

Examples: Ehsan et al. [30] present real-time explanations about the actions
taken by an autonomous gaming agent in the form of natural language rationales.
Alqaraawi et al. [4] study whether saliency maps convey enough information to
enable users to anticipate the behavior of an image classifier. Cai et al. [14]
compared how well two example-based explanation styles could promote user
understanding of a sketch recognition AI. Dodge et al. [23] and Binns et al. [9]
study how much different textual explanation styles convey about underlying
fairness issues of an ML system. Yang et al. [106] study the differences in spatial
layout and visual representation of example-based explanations.

4.2 Interaction as Dialogue

This concept describes a cycle of communication of inputs/outputs by the com-
puter and perception/action by a human. The interaction happens in stages or
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turns [42]. It tries to ensure a correct mapping between UI functions and the
user’s intentions and feedback by the UI to bridge the gulf of execution [69].

Interactive XUI:
chat-based [46],
visual [10, 18, 28]

Fig. 2. XAI-interaction as dialogue is about facilitating an iterative communication
cycle about the AI behavior.

Transfer to XAI: This concept acknowledges that a single explanation rarely
results in a desired level of understanding [1]. Instead, it emphasizes the natu-
ralness and accessibility of (often implicit or simplified) explanations. In contrast
to interaction as embodied action, this concept is driven by the user, with the
AI responding. Unlike interaction as control, this concept does not change the
AI behavior. The goal of the interaction is to provide users with functionalities
to gradually build a mental model of the AI behavior. We distinguish between
inspection dialogues [10, 18, 28] and natural dialogues [46].

Inspection Examples: Exploratory dialogues allow the user to explore how (pos-
sibly hypothetical) changes in inputs lead to changes in the AI prediction or let
the user inspect internals of the AI. The XUI is mostly about offering function-
alities to iteratively request explanations of the same kind. Explanations have
a high fidelity but are implicit. For instance, Cheng et al. [18] present an XUI
that allows users to observe how the predictions of a university admission clas-
sifier change by freely adjusting the values of input features of applicants. Their
exploratory approach was shown to improve users’ comprehension although it
required more of their time. Bock and Schreiber [10] present an XUI to inspect
layers and parameters of deep neural networks in virtual reality. Similarly, Dou-
glas et al. [28] visualize an AI agent’s behavior in form of interactive saliency
maps in virtual reality.

Natural Examples: Natural dialogues aim to “lower the threshold of ability re-
quired to analyze data” and thus make XUIs more accessible to end users of XAI.
The XUI is about presenting functionalities to request different natural language
explanations. The interaction is mostly driven by the human through questions.
Explanations are explicit but simplified in the form of textual answers. Kim et
al. [46] present an XUI that enables users to ask factoid questions about charts
in natural language (e.g., “What age had the lowest population of males?”). The
XUI provides the answer and an explanation how it was derived from the chart
(e.g., “I looked up ‘age’ of the shortest blue bar).
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4.3 Interaction as Control

This concept supports a rapid and stable convergence of the human-computer
system towards a target state. Building on control theory, the interaction is
aiming “to change a control signal to a desired level and updating its behavior
according to feedback” [42].

Static XUI:
visual [34, 45]

Interactive XUI:
visual [41, 52, 75],
visual & textual
[44, 108]

Fig. 3. XAI-interaction as control is about supporting a rapid convergence towards
the desired AI behavior.

Transfer to XAI: This concept aligns with the ideas of interactive ML [29]
and ML model tweaking. The XUI feeds control signals from the ML model
to the human controller (feedback). These inform the controller how to change
parameters of the ML model or its data so that the model adjusts its behavior
(feedforward). The goal of the interaction is to reach the AI behavior desired
by the controller. We found two streams of research that follow this paradigm.
They can be distinguished by their targeted users: AI experts [41, 45, 52, 75, 78]
or AI novices [44, 34, 108].

AI Expert Examples: Explanations are provided mainly on an abstract level as
numbers and visualizations. The cycle of exploration and verification drives the
process of understanding. The XUI is a standalone application facilitating this
interaction while the actual model adjustments are performed in a separate UI
(e.g., the development environment). For instance, [78] present an early XUI
to debug rule-based expert systems by explaining why a rule was fired. Krause
et al. [52] present the interactive visual analytics systems Prospector, that sup-
ports data scientists in understanding local predictions and deriving actionable
insights on how to improve the ML model. They can (i) explore local predictions
and simulate counterfactual changes by different ML models to support the for-
mulation of tweaking hypotheses or (ii) verify how their implemented tweaking
hypotheses change the prediction behaviour of the ML model. Hohman et al. [41]
present Gamut, an XUI were ”interactivity was the primary mechanism for ex-
ploring, comparing, and explaining”. User can link local and global explanations,
ask counterfactual and compute similar instances. In contrast, Kaur et al. [45]
show that the non-interactive XUIs of widely used explainability tools, such as
InterpretML or SHAP, hinder experts to effectively control ML models.
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AI Novice Examples: These XUI strive “to effectively communicate relevant tech-
nical features of the [ML] model to a non-technical audience” [108]. These XUIs
provide explicit explanations to support the exploration. They also integrate
controls for adjusting underlying the ML models without the need of a separate
UI. Yu et al. [108] present an XUI for ML classification in the sensitive context
of criminal justice. Their XUI enables designers and end-users to explore and
understand algorithmic trade-offs based on an interactive confusion matrix and
textual explanations. Further, it allows them to adjust model thresholds in a way
that reflects their fairness beliefs (feedforward). Ishibashi et al. [44] present an
XUI that synergetically combines low-level spectrograms with semantic thumb-
nails to interactively train a sound recognition AI. Fulton et al. [34] showcase
how an XUI can be integrated into games for AI novices to generate usable data
for AI experts.

4.4 Interaction as Experience

This concept considers human expectations towards a computer. It is closely
related to user experience (UX) encompassing a person’s emotions, feelings, and
thoughts that may be formed before, during, or after interaction [53].

Static XUI:
textual [31, 79, 107]

Interactive XUI:
visual [49],
visual & textual [93]

Fig. 4. XAI-interaction as experience is about managing expectations about the
AI behavior.

Transfer to XAI: Applied to XAI, this interaction concept emphasizes manag-
ing the expectations and preferences of users about the AI. It centers around
the explanatory goals of trust [49, 77, 79, 107], satisfaction [93], and persuasive-
ness [31].

Examples: Knijnenburg et al. show that letting users inspect a recommendation
process through an interactive XUI increased their perceived understanding and
satisfaction. Tsai et al. [93] investigate the relation of user preferences about ex-
planation styles and user performance. Their results suggest that XUIs preferred
by users “may not guarantee the same level of performance”. Yin et al. [107] show
that a user’s trust is impacted by upfront information on the AI’s predictive ac-
curacy even after repeated interactions. Pushing this interaction concept, Eiband
et al. [31] show with their XUI that even empty (so-called placebic) explanations
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can result in a soothing perceived understanding of users. As an intervention,
Pilling et al. [77] outline a design fiction of an AI certification body that pro-
vides users with standardized AI quality marks (e.g., ”level 4: product is able to
explain itself to users on request.”).

4.5 Interaction as Optimal Behavior

This concept centers around adapting the user behavior to better support their
tasks and goals. It acknowledges that the interaction with the system is often
constrained, and thus suboptimal. Users are trading off rewards and costs of
an interaction. It builds around the idea of bounded rationality [87] according to
which humans act as “satisficers” who strive for satisfying and sufficient solutions
(instead of optimal ones) due to cognitive limitations.

Static XUI:
textual [60, 98],
visual [2, 59],
example & textual [12]

Interactive XUI:
textual [16, 99],
visual [19, 61, 70],
visual & textual
[81, 97]

Fig. 5. XAI-interaction as optimal behavior is about adjusting the human behav-
ior despite the cognitive or technical limitations of fully understanding the AI behavior.

Transfer to XAI: Applied to XAI research, the goal of the interaction is to guide
users to reach a “satisficing” level of AI understanding for some downstream
task. It focuses on providing explanations for “training humans to have better
interactions with AI”, for example, when they face erroneous AI systems [99] or
exhibit misconceptions caused by cognitive biases [97]. We distinguish between
research that (i) examines limitations that occur during the interaction with
an XAI [12, 13, 24, 60, 61, 70, 97] and (ii) designs interactions to better moderate
these limitations [2, 16, 19, 59, 81, 98, 99].

Examples that Examine Limitations: Millecamp et al. [61] studied the impact
of personal characteristics on the interaction and perception of XAI in a music
recommender setting. They show that the perception and interaction with XUIs
is influenced by a user’s need for cognition (NFC) (i.e., their tendency to engage
in and enjoy effortful cognitive activities). Nourani et al. [70] show that a user’s
first impression of an AI system influences their overall perception of the system.
While a positive first impression may lead to automation bias, a negative first
impression may result in a less accurate mental model. They call for XUIs that
control a user’s first impression and “continually direct user attention to sys-
tem strengths and weaknesses throughout user-system interactions”. Similarly,
Bucinca et al. [12] highlight that the effectiveness of XAI is impacted by the
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design of the interaction itself. Thus, it is important to take “into account the
cognitive effort and cognitive processes that are employed [by the user]” during
their interpretation of explanations.

Examples that Moderate Limitations: Several of the works designed interactions
that “optimize the performance of the sociotechnical (human+AI) system as a
whole” [12]. For example, Wang et al. [98] provide confidence explanations to
help users to gauge when or when not to trust an AI. Similarly, Schaekermann
et al. [81] show that highlighting and textually explaining ambiguous predictions
helps physicians to ”allocate cognitive resources and reassess their level of trust
appropriately for each specific case”. Abdul et al. [2] propose a visual explanation
style that balances cognitive load and descriptive accuracy by limiting the visual
chunks to be processed by the user. Further, they present a method to estimate
users’ cognitive load of explanations. Weisz et al. [99] teach users strategies to
effectively interact with a limited capability chatbot in a banking and shopping
context. Their interaction aims to explain to users why a chatbot may be un-
able to provide meaningful responses. For instance, explaining that the chatbot
mapped the user’s utterance to multiple low confidence intents because the ut-
terance was poorly worded or ambiguous. Mai et al. [59] guide users through
a military-inspired structured reflection process, called after-action review to
understand the behavior of an AI agent. Accompanied by a visual explanation
of AI decisions, the reflection process helped users to organize their cognitive
process of understanding and kept them engaged.

4.6 Interaction as Tool Use

This concept centers around using computers to augment the user’s capabili-
ties beyond the tool itself. Following activity theory, the system influences the
“mental functioning of individuals”. As such, AI can also be used as a tool for
learning. For example, the social sciences use word embeddings as a diagnostic
tool to quantify changes in society [35].

Static XUI:
textual [58, 63, 66, 109],
visual [40, 82, 94]

Interactive XUI:
textual [17, 76, 92],
visual & textual [8, 22],
visual
[11, 71, 32, 103, 104]

Fig. 6. XAI-interaction as tool use is about facilitating learning from the AI be-
havior about a given domain.
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Transfer to XAI: Applied to XAI, this interaction concept helps humans to find
hidden patterns and insights in domain-specific data. To facilitate this learning,
some form of explanation is required. The XUI serves as a lens on a domain
(beyond the AI behavior) that would otherwise be difficult to understand. In
this way, the interaction contributes to augment human thinking.

Examples: Xie et al. [104] assist physicians analyzing chest x-rays of patients
through an interactive mixed-modality XUI. Paudyal et al. [76] presents an in-
teractive XUI for a computer-vision based sign language AI. The textual ex-
planations provide learners with feedback on the location, shapes, and move-
ments of their hands. Similarly, Schneeberger et al. [82] use an XUI to let users
practice emotionally difficult social situations with a social AI agent. Das et
al. [22] present an XUI which provides feedback on a chess player’s intended
moves. Their visual highlighting and textual explanations significantly improved
the performance of chess players in a multi-day user study. They point out the
importance of accompanying textual explanations for the AI reasoning. Only
showing the visual explanation did not improve performance. Similarly, Feng et
al. [32] support players by visually explaining evidences for each uncovered word
of a quiz question. Xie et al. [103] use an interactive XUI with visual explana-
tions to give game designers live-feedback on how challenging their created level
designs are. Misztal-Radecka and Indurkhya [63] generate textual user stories for
personas from large datasets to inform interaction designers about potentially
relevant user groups.

Explainable Recommender Systems: In addition, most works on explainable rec-
ommender systems follow this interaction concept as their recommendations aim
to give users insights about the recommender domain [40]. Some XUIs allow
personalization by steering the recommendation behavior and thus, include as-
pects of the interaction as control concept. These user-initiated manipulations
dynamically influence the recommendations and serve as a feedforward mech-
anism. However, users’ focus is not about reaching an envisioned end state of
AI behavior, but generating useful insights about the domain (or themselves).
For example, O’Donovan et al. [71] present PeerChooser, an interactive movie
recommender that enables users to provide “hints” about their current mood
and needs by dragging movie genres closer or further away from their avatar.
Bostandjiev et al. [11] use the XUI to explain a music recommendation process
and to elicit preferences from users. Users can interactively adjust weights on
the input and model level to explore the recommender. Chen et al. [17] present
a preference-based recommender to increase users’ product knowledge of high-
investment products, such as digital cameras and laptops. Their XUI textually
explains trade-offs within a set of recommended items.

4.7 Interaction as Embodied Action

This concept centers around collaboration and joint action with a computer.
In 1960, Licklider formulated the vision of man-computer symbiosis in which
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”men and computers [are] to cooperate in making decisions and controlling com-
plex situations” [55]. Humans may be amplified through collaboration with AI.
However, effective collaboration goes beyond interaction. In this way, this con-
cept builds on theories from the computer-supported cooperative work (CSCW)
community, such as mutual goal understanding, preemptive task co-management
and shared progress tracking [96].

Interactive XUI:
chat-based [39, 88],
verbal [91],
visual [15],
visual & textual [101]

Fig. 7. XAI-interaction as embodied action is about establishing a joint under-
standing with the AI for an effective collaboration in a given domain.

Transfer to XAI: Applied to XAI, explanations are a crucial component for
effective cooperation. A lack of explanatory communication resulted in dissat-
isfaction [38, 72]. In this way, XUIs contribute to the augmentation of human
actions. A symbiotic relationship for which this is especially important involves
autonomous systems. Autonomous systems in high-risk scenarios have a high de-
gree of autonomy and thus “need to explain what they are doing and why” [39].
In such a setting, it is crucial for humans and agents alike to communicate each
other’s capabilities and intended next steps with respect to a common goal, of-
ten in real-time. We identified XUIs which are not only about understanding AI
agents (interaction as transmission), but which enabled them to also influence
the agents’ actions – and vice versa [15, 39, 80]. Unlike interaction as control the
interaction is not only driven by the human controller, but by both parties [6,
91, 101].

Examples: Tabrez et al. [91] present an AI agent that analyzes the game de-
cisions of a human collaborator in a collaborative game setting and verbally
interrupts the human in case the common goal becomes unattainable because
of a wrong move. The AI agent dynamically constructs a theory of mind of the
human collaborator and provides tailored explanations that aim to correct their
understanding of the game situation. Chakraborti et al. [15] present an XUI
that coordinates mission plans between a semi-autonomous search and rescue
robot and a human commander who has an incomplete and possibly outdated
map of the robot’s environment. Visual explanations are embedded as changes
in the commander map. The commander can either request (i) an optimal plan
by the robot and explanations for this plan, or (ii) a potentially suboptimal
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plan that is aligned with the commander’s expectations. As such, the XUI rec-
onciles potential mismatches about the plans between robot and commander.
Hastie et al. [39] and Robb et al. [80] present an XUI that provides operators
of autonomous underwater vehicles with why and why not explanations in real-
time via a chat interface. Further, users can influence actions of the autonomous
system through the XUI (e.g. setting reminders). Their XUI was reported to
increase the situation awareness of operators and adjusted their mental model
of system capabilities.

Table 1. Surveyed XAI publications categorized according to the different concepts of
interaction by Hornbæk and Oulasvirta [42].

Interaction
Concept

Interaction Goal
applied to XAI

References

Transmission Present users with accurate or complete
explanation about AI behavior. Explana-
tory goal: transparency

[4, 9, 14, 23, 25, 26,
30, 48, 56, 68, 106]

Dialogue Facilitate natural and iterative conver-
sation about AI behavior. Explanatory
goals: transparency, scrutability

[10, 18, 28, 46]

Control Support rapid convergence towards de-
sired AI behavior. Explanatory goal: ef-
fectiveness

[34, 41, 44, 45, 51,
52, 75, 78, 108]

Experience Manage expectations about AI behavior.
Explanatory goals: satisfaction, trust, per-
suasiveness

[31, 49, 77, 79, 93,
107]

Optimal
Behavior

Adjust human behavior despite limita-
tions of fully understanding the AI behav-
ior. Explanatory goal: efficiency

[2, 12, 13, 16, 19, 24,
50, 59, 61, 60, 70,
81, 97–99]

Tool Use Facilitate learning from AI behavior
about a given domain. Explanatory goals:
effectiveness

[8, 11, 17, 22, 71, 32,
40, 58, 63, 66, 76,
82, 92, 94, 103, 104,
109]

Embodied
Action

Establish a joint understanding with the
AI for an effective collaboration in a given
domain. Explanatory goal: effectiveness

[15, 39, 80, 88, 91,
101]
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5 Design Principles for Interactive XUI

In the last section, we described the general interplay between the XAI system
and the user. Below, we will focus on the interactive qualities of the XUI itself.
Vilone et al. define interactivity as “the capacity of an explanation system to
reason about previous utterances both to interpret and answer users’ follow-up
questions” [95]. We expand this definition by building on the concept of expla-
nation facilities that dates to the era of rule-based expert systems. Moore and
Paris [64] proposed that a good explanation facility should, among others, ful-
fill the requirements of naturalness (explanations in natural language following
a dialogue), responsiveness (allow follow-up questions), flexibility (make use of
multiple explanation methods), and sensitivity (provided explanations should be
informed by the user’s knowledge, goal, context, and previous interaction). We
analyzed our sample of XAI publications through the lens of these requirements
to answer RQ2 (What design principles for interactive XUIs can be observed?).
We found common interaction strategies and design recommendations [17, 45,
80, 104] that address aspects of these requirements. We unify and present them
as design principles. In interaction design, design principles are “guidelines for
design of useful and desirable products” [20].

5.1 Complementary Naturalness

Consider complementing implicit explanations with rationales in natural
language.

Why: Implicit visual explanations can accurately depict the inner workings of
an AI but are often inaccessible to non-experts. In contrast, rationales in natural
language are post-hoc explanations ”that are meant to sound like what a human
[explainer] would say in the same situation” [30]. Relaying facts through text
may ”reassure users when system status might be uncertain or [...] obscure” [80].
Combining visual cues with textual rationales can facilitate understanding and
communicative effectiveness [30].

How: Kim et al. [46] outline a method that automatically generates explana-
tions from visualizations through a template-based approach. Robb et al. [80]
elaborate design recommendations on how to incorporate chat-based XUI for
autonomous vehicle operators. For example, Yu et al. [108] provide users with a
switch to change a visual explanation into verbose explicit sentences. Schaeker-
mann et al. [81] complement quantitative low-confidence predictions with argu-
ments in natural language to attract the attention of physicians. Sklar et al. [88]
explain the reasoning behind an AI agent’s actions through a chat-interface.

5.2 Responsiveness through Progressive Disclosure

Consider offering hierarchical or iterative functionalities that allow follow-
ups on initial explanations.
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Why: Prior research indicated that there is a fine line between no explanation
and too much explanation [61]. A user’s individual need for cognition influences
this threshold. Providing overly detailed explanations overwhelms users who may
operate on a simpler mental model of the underlying AI.

How: Springer and Whittaker [89] recommend applying the interaction design
pattern of progressive disclosure. It is about providing users only with high-
level information and offering follow-up operations in case they are interested
in further details6 It resembles the “progressive-step-by-step process” demanded
by [85]. As such, an XUI should (i) provide information on demand, (ii) hierar-
chically organize explanatory information, and (iii) keep track of the interaction
with a user. For example, Millecamp et al. [61] provide a Why? button next to
a recommendation. Clicking it provides a one-dimensional visual explanation in
the form of a bar chart. If users are interested in additional details, they can
click another button to receive a multi-dimensional visual explanation that com-
pares multiple attributes of multiple recommendations in the form of a scatter
plot. Krause et al. [52] use tooltips to summarize the most influential features
and their sensitivity. If interested, users can drill down and freely explore these
with partial dependence plots. Bock et al. [10] visualize a convolutional neural
network in virtual reality. Progressive disclosure is realized through spatial dis-
tance. As the user approaches the network, more layers with finer granularity
become visible. This design principle can also be implicitly implemented by en-
abling users to repeatedly adjust controls of the ML model [11, 108] or input
parameters [18, 76] to progressively disclose local insights step-by-step.

5.3 Flexibility through Multiple Ways to Explain

Consider offering multiple explanation methods and modalities to enable
explainees to triangulate insights.

Why: Humans gain understanding in many ways. Paez [74] outlines them along
a spectrum between understanding why (gained through observations and ex-
emplifications) and objectual understanding (gained through idealizations and
simplified models). In practice, there is often no best way to explain. For instance,
a physician’s ”differential diagnosis seldom relies on a single type of data” [103].
In this way, explanation methods and modalities can complement each other.

How: This principle builds around the interaction design pattern of multiple
ways7 , which is about ”providing an opportunity to navigate [...] in more than
one manner”. Multiple publications recommend addressing local and global ex-
planation paradigms within one XUI [24, 41, 104]. This enables users to get an
overview of the overall AI behavior and scrutiny of individual cases at the same
time. To facilitate this navigation, Liao et al. [54] present a catalog of natural

6 nngroup.com/articles/progressive-disclosure/
7 w3.org/tr/understanding-wcag20/navigation-mechanisms-mult-loc.html
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language questions that can technically be answered by current XAI methods.
Covering multiple of them under a ”holistic approach” [54] allows users to trian-
gulate insights. For example, Xie et al. [103] present a three-stage explanation
workflow that supports physicians in top-down or bottom-up reasoning. Their
XUI can ”connects the dots” and highlight how explanations at each stage relate
to one another. Wang et al. [97] present a XUI that provides feature attribu-
tions and counterfactual rules in parallel to support multiple ways of reasoning.
Hohman et al. [41] provide highly interconnected visual model-level and instance-
level explanations side by side to ”flexibly support people’s differing processes”.
Chen et al. [17] provide different explanatory views that allow users to examine
recommended products from different angles.

5.4 Sensitivity to the Mind and Context

Consider offering functionalities to adjust explanations to explainees’
mental models and contexts.

Why: Explanation needs of user evolve “as one builds understanding and trust
during the interaction process” [54]. Further, prior beliefs and biases of users
influence how they respond to different styles of explanations. This calls for ”a
personalized approach to explaining ML systems” [23].

How: This principle builds around the concept of mixed-initiative interaction [43],
which emphasizes an interaction in which the human and the computer work to-
wards the shared goal – fostering human understanding in the case of XAI. The
timing of actions along the stages of grounding, listening, and interrupting is
important for a successful interaction. To adapt its operations, an XUI needs
to construct a computer model (or theory of mind [91]) of the user’s mental
model [65]. Despite its complexity, we found first examples. Tabrez et al. [91]
estimate a human collaborator’s beliefs in a collaborative game to identify ex-
planation points. Other works [15, 19, 17], elicit preferences or beliefs to estimate
a user’s expected AI predictions (so called foils), e.g., so that counterfactual ex-
planations can argument only regarding these. Wenskovitch et al. [100] present
a method to infer user intent from interactions with visual explanations. Xie et
al. [104] implement an ”urgent” mode that can be toggled by physicians in a
hurry to only see high confidence explanations with little system complexity.

6 Limitations and Outlook

Our review excluded publications outside the ACM Digital Library and the
SIGCHI community. We are confident that our review covers many publica-
tions that emphasize the interaction design perspective of XAI. However, we
probably have missed relevant applied research from adjacent XAI communi-
ties inside (e.g., FAccT) and outside (e.g., AIS) of ACM. Future work could
extend our work with their learnings. Another promising direction for future re-
search is constructive research that encompasses all presented design principles.
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None of the survey publications considered all design principles in one XUI. This
makes sense as researchers try to limit and control variables for a rigorous eval-
uation of their research questions. However, with the emergence of open-source
explanation-generating toolkits it would be a logical next step to explore reusable
and customizable XUI frameworks. These could integrate multiple explanation
methods under a human-centric interaction concept.

7 Summary

Interaction design has been discussed as an important aspect for effective ex-
plainability in XAI. Yet, so far, it has not been systematically analyzed. Starting
from a systematically obtained set of XAI publications that mention user inter-
faces or user interaction, we derived seven concepts of human-XAI interaction.
Further, we analyzed the presented XUI and consolidated proposed recommen-
dations as design principles encompassing four recurring themes: naturalness,
responsiveness, flexibility, and sensitivity. We contribute a categorization to de-
scribe XAI work not only by the intended target audience or domain of appli-
cation, but also through the pursued interaction concept. Our survey provides a
starting point for researchers and practitioners planning and designing human-
centric XAI systems.
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