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ABSTRACT

One of the obstacles to bring eye tracking technology to everyday
human computer interactions is the time consuming calibration
procedure. In this paper we investigate a novel calibration method
based on smooth pursuit eye movement. The method uses linear
regression to calculate the calibration mapping. The advantage is
that users can perform the calibration quickly in a few seconds
and only use a small calibration area to cover a large tracking
area. We first describe the theoretical background on establishing a
calibration mapping and discuss differences of calibration methods
used. We then present a user study comparing the new regression-
based method with a classical nine-point and with other pursuit-
based calibrations. The results show the proposed method is fully
functional, quick, and enables accurate tracking of a large area. The
method has the potential to be integrated into current eye tracking
systems to make them more usable in various use cases.
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1 INTRODUCTION

Since the early eighties there is a vision of controlling computers
with the eyes [Bolt 1981]. Interfaces based on gaze are promising
but at the same time challenging [Jacob and Stellmach 2016; Jacob
and Karn 2003]. One such challenge is the need of a time-consuming
calibration. The calibration data reflects the geometry of the setup,
typically eye tracker and screen position, and individual attributes
from the user’s eyes. On a personal system this has to be done
only once as the geometry and personal attributes do not change.
On a public system designed for more users and everyday inter-
action, however, calibration is necessary for any new user. This is
particularly challenging [Khamis et al. 2016a] for short interaction
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times. Examples include an ATM where the user can securely enter
the PIN with gaze [Cymek et al. 2014; Pfeuffer et al. 2013], pub-
lic displays where users browse through the content [Zhang et al.
2013, 2014b], and generally any computing device, graphical user
interface, or user study that utilises eye-tracking.

The design of a calibration procedure is characterized by a bal-
ance between time, i.e. the duration of the procedure, and space, i.e.
where the calibration points are located. The standard procedure
shows static targets and the user fixates each target for a few sec-
onds. Usually 5 to 16 targets are presented in distinct locations. In
sum, increasing time and space leads to better accuracy, but longer
duration is reported as tedious and affects the system’s usability
[Flatla et al. 2011; Pfeuffer et al. 2013; Villanueva et al. 2004].

Researchers explored methods to address calibration issues with
more dynamic methods that exploit smooth pursuit eye movements
[Blignaut 2017; Celebi et al. 2014; Khamis et al. 2016b; Pfeuffer
et al. 2013]. These methods correlate eye and stimulus movements
to infer whether the user attends to the target. Whereas the stan-
dard calibration procedure needs guidance of the user through
instructions, pursuit calibration can happen unconsciously without
assistance. Furthermore, a calibration based on smooth pursuits is
generally quicker than a standard calibration [Pfeuffer et al. 2013].

In this paper, we investigate a regression-based method to ex-
tract calibration parameters from smooth pursuit movements and
present a study comparing the method with the standard point-
based and other pursuit-based calibration methods. In comparison
to other pursuit-based calibration methods, this method uses re-
gression to analyze the scaling and translation parameters of the
calibration mapping. The method has been introduced in [Drewes
et al. 2018]. In this work we focus on the method for the purpose
of gaze calibration from a theoretical and empirical perspective.

The method comes with two main benefits that we investigated
in the study. First, the method is time-efficient, as it allows for cali-
brating within a few seconds. This is useful for public and mobile
systems, where users interact frequently but in brief sessions. Sec-
ond, the method is space-efficient as only a small area is required
to calibrate. Yet, it enables gaze-tracking of a large area around
it. This can be useful, for instance, when calibrating on a small
screen of a mobile device but using eye-tracking outside the display
and/or other screens around the user. Accurate calibration for the
surroundings of the display is valuable for a new generation of
mobile devices which use inside-out tracking for an awareness of
the space around it. This means that the gaze coordinates outside
the display can be mapped to objects in the surroundings.

The result of the study is that quick pursuit calibration is possible
in 2 seconds in a small area, but with careful consideration of a trade-
off between calibration speed and accuracy. In addition, the study
helps to understand the strength and limitations of the regression,
offset, and homography-based calibration mappings.
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2 RELATED WORK

Researchers identified the calibration task as a significant problem
for a greater adoption of eye gaze. Morimoto and Mimica’s survey
identifies calibration as a task of poor usability [Morimoto and
R.M. Mimica 2005]. Schnipke and Todd’s gaze and calibration tests
report low accuracy of eye-tracking data [Schnipke and Todd 2000],
and other researchers have emphasized the low usability of the
‘tedious’ calibration procedure that users need to conduct [Flatla
et al. 2011; Pfeuffer et al. 2013; Villanueva et al. 2004].

It is possible to avoid the calibration by using calibration-free
gaze interaction techniques. An early approach is are gaze gestures
[Drewes et al. 2007; Drewes and Schmidt 2007]. Other approaches
focus on directional scrolling [Zhang et al. 2014a,b] or use visual
saliency to predict gaze [Sugano and Bulling 2015]. A recent ap-
proach utilizes smooth pursuit movements of the eyes [Vidal et al.
2013a]. If the gaze follows the pursuit target, the coordinates of the
target and the coordinates reported from the eye tracker correlate.
This method works without calibration, but requires targets in mo-
tion. To enable the default eye tracking without targets in motion,
the calibration requirement remains.

To tackle the calibration challenge, researchers aimed to improve
the default point-based calibration. Geometric models were investi-
gated that allow the number of points required to calibrate to be
reduced and thus a shorter procedure duration to be achieved. For
example, [Villanueva et al. 2004] and [Ohno and Mukawa 2004]
developed calibration procedures that only require 2 points to es-
timate gaze. Other variants involve 1-point calibration [Guestrin
and Eizenman 2008]. Nonetheless, to achieve a high accuracy in
practice, gaze calibrations in research and industry use additional
points [Tob 2018; Villanueva and Cabeza 2008], that at the same
time increase the duration of the procedure.

Alternatively, a moving target calibration based on smooth pur-
suit was investigated. By using the Pursuits approach [Vidal et al.
2013a] a system can infer gaze towards a moving target in un-
calibrated environments. PursuitCalibration [Pfeuffer et al. 2013]
extends the idea to calibration. It uses moving stimuli and collects
sample data only when users follow the target. This allows to infer
attention even during the procedure and improves its stability.

The method has been extended to different environments and
calibration variants. Celebi et al. extended the method with a spiral
movement pattern and the Bayesian-Gaussian regression technique
for lag correction and outlier rejection [Celebi et al. 2014], finding
that it improves accuracy and stability of the gaze samples. The
CalibMe [Santini et al. 2017] method uses a similar approach to
explore gaze calibration in pervasive environments using fiducial
markers on screens to using spiral and star movement patterns for
wearable devices. Their evaluation shows a higher accuracy than
a 9 point calibration. Researchers also have used the method to
provide continuous calibration during the user interaction sessions
[Gomez and Gellersen 2018; Murauer et al. 2018; Ramirez-Gomez
and Gellersen 2017; Tripathi and Guenter 2017].

Of particular interest are three pursuit based calibrations. First,
Pfeuffer et al. have used a homography to establish the mapping
between gaze and screen [Pfeuffer et al. 2013]. Khamis et al. used
a simple offset correction method to establish the mapping as it
reached sufficient accuracy for the tested scenario [Khamis et al.
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2016b]. Finally, Drewes et al., in their investigation of smooth pur-
suit detection, pointed to the potential of using a regression-based
method for gaze calibration [Drewes et al. 2018], however, used it
only for presenting images of gaze trails. Our research focuses on
these three methods that we will elaborate on in detail next.

3 THEORETICAL BACKGROUND
3.1 Calibration

The calibration of a stationary eye tracker means to find a mapping
from coordinates reported by the eye tracker to coordinates on a
screen. For a mobile eye tracker, the coordinates are mapped to
coordinates on the image from the world camera.

The standard approach to calibrate an eye tracker is a linear
transformation in homogeneous coordinates, called a homography.
If calibrating to a flat screen, a linear transformation is not exact.
An exact mapping needs trigonometric functions and is non-linear.
For small displays the involved angles are small and as sin(x) =~ x
and cos(x) ~ 1 for small angles, a linear approximation is legitimate.

Current eye tracking technologies need a calibration to the indi-
vidual using the eye tracker. The position of a glint from an infrared
LED on the cornea depends on the size of the eye ball, which is
different from person to person. Additionally, the exact position of
the fovea differs from person to person.

3.2 Correction of Calibration Errors

The manufacturer of an eye tracker normally provides a calibration
procedure which establishes the internal mapping from the eye
tracker camera to the screen. After calibration, the calibrations
errors should be minimal and there should be no need for correction.
However, if another person wants to use the eye tracker, a new
calibration is necessary. This is an obstacle for instant use as public
interface. Therefore, many researchers think about implicit and
quick calibration procedures. Such implicit calibration does not
necessarily do a mapping from the eye tracker’s camera coordinates
to the screen but can be a mapping on top of the existing calibration.

A full calibration compensates for geometric aspects, such as the
position and orientation of the eye tracker against the screen, and
for individual aspects of the user, such as the size of the eyeball.
Within a scenario of instant use by different people the geometric
aspects do not change as screen and eye tracker are still in the same
position. The interesting question for this research is: what are the
implications for the calibration process if we only swap the user
but leave the geometrical setup unchanged?

The research presented here assumes an eye tracker calibrated
to a person but used by another person. Consequently, we need a
mapping from reported gaze coordinates to true gaze coordinates.
[Pfeuffer et al. 2013] assume that this can be achieved by a linear
transformation in homogeneous coordinates or so-called homogra-
phy. The received coordinates r are multiplied with matrix H and
the results are the true coordinates p (see Equation 1).

Px hi1 hiz his\ [rx
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It needs at least four pairs of received and true screen coordinates
to estimate the parameters of matrix H, as the matrix has eight de-
grees of freedom. The coordinate pairs are gathered in a calibration
procedure and, as measurements always have some inaccuracies, it
is better to have more than four coordinate pairs. This means there
is an overestimated linear equation system to be solved. [Pfeuffer
et al. 2013] used the RANSAC algorithm as it performs well on out-
liers and the estimation of homography parameters is a standard
task in computer vision. The homography can be decomposed in
scaling in x- and y-direction, rotation, shearing, translation in x-
and y-direction and two trapezoidal transformations (Figure 1).

Scaling in
x- and y-direction

Rotation and
shearing

Trapezoidal
transformations

Figure 1: Beside translations in x- and y-direction a homo-
graphy can be decomposed in scaling in x- and y-direction,
rotation, shearing, and two trapezoidal transformations

One question of this research is which parts of the homography
contribute how much to the correction of the calibration error and
whether a homography is sufficient. Khamis et al. did calibration
with pursuits and only corrected the offset which means they only
used the translation part [Khamis et al. 2016b], which worked quite
well. This means that the translation part contributes substantially
to the calibration correction.

If an eye tracker was calibrated to a reference person and an-
other person is using it, then there seems to be no reason why
shearing and rotation should be necessary to correct calibration
errors. Shearing occurs if x- and y-detection are not perpendicular.
However, the grid on the photo sensor in the eye tracking camera is
very precise and does not differ from 90°. Rotation is a question of
the angle between the screen and the eye tracking device and this
does not change with a different person in front of the system. The
non-linear part of the homography is responsible for a perspective
view which means it can transform a square to a trapezium. Such
a transformation depends on the position of the eyes and, again,
the situation does not change with a different person in front of
the system. Consequently, a recalibration on another person only
requires scaling and translation.
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3.3 A New Calibration Approach Based on
Linear Regression

The idea of this work is to use linear regression to estimate two
scaling and two translation parameters. With four parameters this
approach is in between the suggestion of [Khamis et al. 2016b], who
used only two translation parameters, and [Pfeuffer et al. 2013],
who used a homography with eight parameters. Linear regression
uses data pairs, plots them in a plane and estimates the best fitting
line for the plotted data. The data pairs are one coordinate of the
gaze signal and the corresponding coordinate of the target. If there
is no calibration error, target and gaze are in the same position and,
therefore, have the same values for their coordinates. This means
the fitting line is the bisectrix of ordinate and abscissa (Figure 2).

Target

Gaze

Figure 2: Regression analysis of a calibrated eye tracker sig-
nal. As gaze and target coordinates have the same values the
slope of the fitting line is 1 and the intercept is 0.
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Figure 3: Regression analysis of uncalibrated gaze data. The
intercept represents the offset and the slope the scaling.

In case of a calibration error the fitting line’s slope is the scaling
factor s and the intercept is the translation ¢ needed for correction
(Figure 3). Let t be the target coordinate and g, the reported gaze
coordinate. We assume that the eye follows the target exactly and
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therefor the true gaze coordinate g; and the target coordinate are
the same. As the true gaze coordinate can be calculated from slope
s and intercept o we get the following relation:

t=sgr+0=g; (2)

The linear regression analysis provide the parameters s and o. If
using only translation and scaling as explained above the transfor-
mation matrix looks like this:

Sy 0 ity
0 sy Iy (3
0o 0 1

If only the offset is considered, the matrix is even simpler:

1 0 iy
0 1 ty (4)
0 0 1

3.4 Calibration Quality

Figure 4 illustrates the meaning of the terms precision and accuracy
as given in Tobii’s white paper!.

good accuracy
good precision

poor accuracy
good precision

X
X
X
X
X X X
X
X
°x

X X X °

poor accuracy
poor precision

good accuracy
poor precision

Figure 4: Illustration of accuracy and precision. The black
circles are targets. The red crosses are gaze positions.

!https://www.tobiipro.com/siteassets/tobii-pro/accuracy-and-precision-tests/tobii-
accuracy-and-precisiontest-method-version-2-1-1.pdf
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In terms of mathematics, accuracy is the distance from the gaze
positions’ mean or center of mass to the target center. If ¢ is the
target position and g; are the gaze positions then the accuracy A
for a static target is:

n

1
Astatictarget = n Z}gi -t ©)
i=

There are several definitions of precision. One possible definition
is the standard deviation of g;. Another possibility is the average
distance of the gaze positions to the gaze positions’ mean.

It is obvious that the correction of calibration errors improves
accuracy but does not change precision. To be precise, the precision
is influenced by the scaling, but the scaling factors here are close
to 1 and do not basically change the situation.

The situation for calibration with moving targets, i.e. with smooth
pursuits, requires changes in the definition. As the target is mov-
ing there are corresponding target positions t; for the g; and the
accuracy A moving target is:

n
1
Amovingtarget = ; Z;(gi = ti) (6)
i=

A definition for the precision can be done in an analog way.
Although the approach is similar there are subtle differences. Figure
5 shows two cases of target (black dots) and gaze (red crosses)
positions for a circular pursuit task. Both cases show a perfect
accuracy and both have the same precision.

Figure 5: Illustration of accuracy and precision for smooth
pursuit calibration. The black dots are the target position
and the red crosses are the gaze positions.

However, for the left case it is possible to achieve a better cali-
bration by scaling while this is not possible for the right case. This
means we could need other definitions for accuracy and precision
for pursuit tasks. This is not trivial as there are not only spatial but
also time aspects. What should we state as accuracy and precision
if the gaze is exactly on the target position but always one step
behind? We leave this question for future work, as our main interest
is on the calibration methods that we study next. There, we use the
default definition given in Equation. 6.
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4 USER STUDY

We compare the three pursuit-based calibration methods: the offset,
linear regression, and homography method. A nine-point standard
calibration was used as the baseline as this is widely used. We
decided to use circular trajectories as they have shown as promising
for accurate pursuit detection [Celebi et al. 2014; Esteves et al. 2015].

4.1 Pilot Study

Our intention was to use a quick moving target on a small trajec-
tory to achieve a fast calibration procedure. We implemented a first
version of the system and asked 3 colleagues to complete a test run.
The offset method and the linear regression method worked well,
but the homography method did not provide reasonable results.
Varying the RANSAC parameters in the homography function pro-
vided by OpenCV and also changing the calculation to least-median
or least-square did not solve this problem. We found the homogra-
phy method gives only good results for the area enclosed by the
target trajectory. Or in other words, the homography method only
works if the trajectory of the pursuit target is close to the edges of
the display. This lead us to investigate multiple pursuit sizes.

4.2 User Study Design

The study uses a within-subject design with repeated measures.

The first goal of the user study was to show that a quick cali-
bration with smooth pursuit eye movements is possible. For that,
we use two different speed conditions to examine the influence of
speed to the calibration accuracy. [Drewes et al. 2018] found that
lower speeds achieve a better accuracy, while higher speeds enable
a faster calibration. To cover both, we implemented one rotation
in 2 seconds as an example for a ’very quick calibration’, and the
other in 4 seconds where the target moves slower on the circle.

The results from the pilot study added a second goal, which
was to understand when and why the homography method fails.
Consequently, we used two different radii for the pursuit trajectory:
a small trajectory for a fast calibration on a small area and a large
trajectory which is close to the display edges. The radii were 200
pixels and 450 pixels or 4° and 9° respectively (Figure 6). The 200
pixels were a compromise between having a small area but still
getting sufficient accuracy. The 450 pixels radius was chosen as it
covers almost the whole screen area.

Overall, this leads to the following design:

3 Calibration methods: offset, regression, homography
2 Sizes: 200 px (4°), 450 px (9°)

2 Speeds: 2s, 4s

= 12 Conditions.

9-Point Small radius Large radius
A
3 L[] [ L 1 R I I .
o ,, ‘ ’
Oi . . . 1 s H )
T . 200/ | 450 |
i ROt o N\ S
L) L) L)
v e
D 1920

Figure 6: Design of the study calibration tasks.
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4.3 Accuracy, Precision, and Outliers

Dependent variables are the accuracy and precision of the cali-
brations. The calculation of the homography uses the RANSAC
algorithm for outlier removal. Accuracy and precision values are
more exact if calculated without outliers. However, for comparison
of these values with the pursuit calibration methods there should
be outlier removal for the pursuit calibration, too. For the regres-
sion method it is possible to apply a RANSAC algorithm for outlier
removal, but it is not clear whether the same threshold value or
the same percentage of outliers is better for comparability. Also
for the offset method it is possible to remove outliers but again the
question arises which method should be applied.

For the three pursuit calibrations (homography, offset, regres-
sion), we calculate precision and accuracy from the data without
outlier removal. This makes sure that we can compare the methods
against each other and that different values would be specific to
the method and are not caused by outlier removal.

4.4 Implementation

Our system consists of a laptop with built-in eye tracker (Tobii IS4
Base AC) which delivers gaze coordinates at 60 Hz. The display
has a resolution of 1920 X 1080 px on 38.4 cm X 21.7 cm, which
results in 0.2 mm for one pixel or 50 px per centimeter. The average
distance of the participants’ eyes to the display was 50 cm + 5 cm,
corresponding to a visual angle of 0.02° per pixel (50 px per degree).

We wrote a program which offers a nine-point calibration and a
pursuit target procedure. The nine-point calibration uses targets
with a size of 50 px or 1° visual angle which means the target
center of the eight outer targets have 25 px (0.5°) distance to the
display edge. Each target is displayed for two seconds, resulting in
18 seconds for the nine-point calibration. The gaze data of the first
500 ms are excluded, to avoid the initial moving time to the target.
This aligns with [Krassanakis et al. 2016] finding that initial target
search and fixation on a simple UI takes 362+119 ms.

The pursuit calibration also added 500 ms to give the user time to
catch up the target. The pursuit target is displayed for 2.5 seconds or
4.5 seconds but again the first 500 ms are not used for calculations.

The program calculates a homography mapping for the 9-point-
calibration data, and the accuracy and precision for the homography
corrected gaze data. For the pursuit tasks the program applies three
correction methods — offset, regression, homography - to the gaze
data from the raw gaze samples collected in the 9-point-calibration,
and calculates accuracy and precision. Notably, having more than
9 points may improve accuracy overall, but have little effect on
relative differences between conditions which is our main interest.

4.5 Participants and Procedure

We invited 16 participants to our user study, nine male and seven
female, aged 23 to 54 years. Eight of them wore corrective glasses
during the study.

After filling a form with their demographic data, all users started
with the 9-point calibration. To make sure that the participant
looked at the targets, the program calculates the average distance
of the gaze points to the gaze points’ mean. If this average distance
was beyond 60 pixels (1.2°) the participant was asked to repeat the
9-point calibration. This happened to one third of the participants.
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Figure 7: Study results on accuracy and precision for the calibration methods.

Then, users followed the pursuit targets in the four conditions.
The order of conditions was randomized for each participant. Again,
the gaze input was checked for plausibility by calculating the cor-
relation. If the correlation in either x- or y-direction was below 0.9
the input was declared invalid and the participant had to repeat the
pursuit task. However, this happened to none of the participants.

5 RESULTS

Table 1 shows the accuracy and precision of the 9-point calibration.
We calculated these values considering also outliers as we need
these values for comparison with the pursuit calibration. Calculat-
ing the accuracy of a data set from which the calibration parameters
were calculated should have resulted in a perfect accuracy of zero.
However, the outlier removal of the RANSAC algorithm has con-
tributed to a slight deviation.

Notably, considering the 9-point calibration accuracy results
with the same calibration samples, the results are less meaningful
and should not be compared with the pursuit-based calibration.
However, the precision data should be valid as we can assume the
scattering of gaze data will not deviate much by the calibration.
Therefore, the calculated precision has some meaning.

We calculated the precision as the average distance of gaze points
to the target positions. Figure 4 suggests that accuracy and precision
are independent from each other, but only if the accuracy becomes
zero by calibration. In this case, however, the accuracy is not equal
zero and this means that the value for the accuracy adds to the
precision value. Figure 7 shows accuracy and precision that are
measured by using gaze data collected from the 9-point calibration.

Overall, we found the offset and regression methods reached
a better accuracy and precision than the homography-based ap-
proach. The homography is, under most conditions, substantially
less accurate with values ranging from 84.8 px (1.7°) to 375.3 px
(7.5°). The offset and regression show similar stable results ranging
from 19 px (0.38°) to 48 px (0.96°). This shows that these methods
are more flexible than the homography-based methods across con-
ditions. Only in the condition of larger size (450 px/9°) and longer
procedure (4 s), the homography resulted in an acceptable accuracy
of 84.8 px (1.7°).

To analyse the differences in more detail, we consider the ho-
mography as an outlier and focus our statistical analysis on the
offset and regression conditions. We conducted an ANOVA test
with Bonferroni and Greenhouse Geiser corrections on the accu-
racy and precision, respectively, with the following design: 2 sizes
(200 px, 450 px) X 2 times (4, 2 s) X 2 methods (offset, regression).

9-point accuracy (std. dev.) precision (std. dev.)
0.43° (0.19)

Table 1: Accuracy and precision for the 9-point calibration
(including outliers).

0.1° (0.11)

Size, Duration offset regression homography
4°, 4s 0.53 (0.29)  0.38 (0.25) 5.25 (11.6)
4°, 25 058 (0.37) 0.65(0.48)  6.39 (4.98)
9°, 4s 0.70 (0.34)  0.67 (0.62) 1.70 (1.94)
9°, 25 0.81(0.39)  0.96 (0.77) 7.51 (13.2)

Table 2: Accuracy results (in visual angle) across conditions
and methods. The standard deviation is given in brackets.

Size, Duration offset regression homography
4°, 45 2.09(1.06) 1.14(0.51)  7.28 (15.25)
4°,2s 2.11(1.05) 1.64 (0.89) 11.092 (10.12)
9°, 4s 2.062 (1.13)  1.12 (0.65) 3.14 (2.28)
9°, 2s 2.198 (1.04) 1.64(0.96)  12.52 (15.94)

Table 3: Precision results across conditions and methods.
The standard deviation is given in brackets.

5.1 Accuracy

The values for the accuracy are provided in Table 2. A graphical visu-
alization is shown on the left side of Figure 7. The analysis revealed
that both main effects size (F};=7.3, p=.016) and speed (F};=9.76,
p=.007) reveal significant differences. This shows an expected re-
sult that with a larger path and longer time, the accuracy improves.
Factor calibration method has not been found as significant (F},=01,
p=.9), which aligns with the smaller differences between offset and
regression method (Figure 7a). The interaction effect between speed
x method has been reported as significant (F};=F, p=.033). Pairwise
comparisons show that for the regression method, the accuracy was
significantly better in the slow speed condition (p=.004), whereas
no differences were found for the offset method (p=.17).

5.2 Precision

The values for the accuracy are provided in Table 3. A graphical
visualization is on the right side of Figure 7. Factor speed has been
found as significant (F};=11.75, p=.004), i.e. as expected slower
calibration speed leads to more precise gaze. Factor size has not
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been reported as significant (F};=.013, p=.91), showing that it has
less impact on precision. A significant effect was found for factor
method (F};=13.72, p=.002), showing that the regression method
resulted in a significantly better precision than the offset method.
Lastly, the interaction effect between speed X method has been
reported significant (F},=6.38, p=.023). Pairwise comparisons show
that within both the offset (p=.044) and regression method (p=.008),
the precision is better at the slower speed.

6 DISCUSSION

We explored calibration methods from a theoretical and empirical
perspective. Here we summarize and discuss our main findings:

The regression and offset methods allow for time- and space-efficient
calibration. The overall goal of the study was to show that it is fea-
sible to calibrate in a short time in a small area. Our study shows
that an accurate calibration has been established after 2 seconds
of time using the regression or offset method. Both also allow to
calibrate in a small area of calibration (radius: 4° visual angle).

The regression line and offset calibration give better calibration
accuracy. Accuracy values below 1° are good enough for practical
use. However, also for these methods the standard deviation is
high which means for practical use an accuracy of the mean plus
the standard deviation should be assumed. From the data given in
Figure 7 the accuracy is 1° to 2°. Across the tested conditions, we
find the slow small pursuit condition works best. A lower pursuit
speed improves both accuracy and precision.

The homography calibration does not lead to a usable calibration
quality. An accuracy in the range of 5° to 7° is not good for practical
use. Additionally, the standard deviation is very high which means
that the method is not very reliable. From the theory we expected
that the homography calibration works better for the pursuit task
with the big trajectory. This is true when the target moved slowly,
but when faster the accuracy degraded substantially.

Regression is slightly more precise than offset and substantially
more precise than homography. The regression and offset methods
work clearly better than homography. The precision values are two
to four times bigger than the 21.4 pixels (0.43°) precision from the
9-point calibration. The reason for this is that the lower accuracy
has an influence on the average precision distance. It seems that
the regression method has better precision than the offset method.
This may be a consequence from the inclusion of scaling factors.

7 CONCLUSION

For the pursuit calibration methods we learned in this study that the
newly introduced regression-based calibration method performs
a bit better than the offset method, especially in the small slow
pursuit condition. The homography method, however, only works
well in the area of the pursuit trajectory.

The reason why the homography does not work well in the
outer areas lies in the nature of the homography that involves
many parameters of which not all are useful. When collecting
gaze data for calibration there will be always some noise in the
data created by tremor and micro-saccades of the eye and from
technical limitations of the eye tracker. This noise propagates to
the parameter values. Especially the noise induced error in the
rotation parameter causes a calibration error for coordinates far
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away from the pursuit trajectory. The homography is more useful
to compensate the geometry of eye tracker and screen. This leads to
two different calibration scenarios. One scenario is a factory setup
calibration which compensates the geometry. This situation needs
a homography-based calibration with targets in the edges of the
tracking area. The other scenario is a calibration for another person,
where the geometry does not change but the eyes of the user. To
calibrate here with minimal time and space needs, the regression
or offset method is well suited.

The study suggests that the 9-point calibration produces a bet-
ter result for accuracy and precision than the pursuit calibration
methods. The price for the better accuracy is a longer time for the
calibration process, in this study 18 seconds against 4 or 2 seconds,
respectively. Additionally, the 9-point calibration requires the co-
operation of the user and is perceived as a calibration process. A
pursuit calibration, however, can happen without the user being
aware of it. In these scenarios, the calibration target may not be
tied to a circular stimulus and can be any path as well as any type
of object to follow with the eyes (e.g., game objects [Vidal et al.
2013b] or text [Khamis et al. 2016b; Pfeuffer et al. 2013]), which
needs to be evaluated in future work. A further future direction is
to also consider different calibration aspects beyond the methods
we investigated, such as polynomial transformation mappings of
the gaze to the screen, and continuous calibration [Gomez and
Gellersen 2018; Murauer et al. 2018; Tripathi and Guenter 2017].

Our findings are interesting for various applications, for example,
for mobile devices such as smart watches or smart phones. Such
devices could be calibrated at manufacturing time for a tracking
area much larger than the size of the device. The buyer of this device
could do a personal regression-based calibration with targets on this
small device. Then, this device could track the gaze accurately, even
for positions outside of the device’s display. For a public display
which can be controlled by gaze, this means that the interaction
elements have to be larger than on a personal display, which is
calibrated on the person with a 9-point calibration. In the case
of a public ATM, where the implicit calibration is hidden in an
advertisement, larger interaction elements to enter a PIN by gaze
are not a real obstacle. A time-consuming calibration, however, is a
real obstacle on a public display, that can be alleviated using the
methods we investigated in this paper.
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