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Abstract

Data processing and machine learning have advanced
technology in the Information Age, yet users’ digital liter-
acy remains in its infancy. We argue that this discrepancy
is due to a lack of transparency in current systems, which
keeps users in a state of Unmindigkeit (immaturity) and
thus unable to make informed choices when using person-
alized products and services. We see EU’s General Data
Protection Regulation as the legal framework and a unique
opportunity to foster such literacy and user enlightenment.
In the light of our call, we present possible research av-
enues for the HCI community to leverage this opportunity.
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Introduction

The Information Age epitomizes an economy based on the
exchange of data. In particular, personal data have been
described as the new oil or the currency of the twenty-first
century [8]. Data mining and machine learning transform
this precious resource into new, personalized services



and products. Yet, despite considerable research efforts
(e.g., [1, 6, 20, 28, 33]), privacy concerns remain an ongo-
ing challenge. For example, it has been reported that per-
sonal data processing evokes indistinct feelings of “creepi-
ness” or helplessness [27]. Nevertheless, studies have
demonstrated that users do provide their personal data in
exchange for (even small) benefits [4]. This discrepancy be-
tween attitudes and behavior is known as the privacy para-
dox [24]. In this position paper, we draw on work by Hilde-
brandt [11] and argue that it may be caused by insufficient
literacy in terms of data processing. This digital literacy
has not kept pace with quick technological advances. As a
result, users are often unable to understand, assess, and
evaluate the impact of algorithmic decision-making. They
therefore depend on the guidance and benevolence of ser-
vice providers, wiping away concerns when giving in to the
promised benefits, simplicity, and convenience in exchange
for their data.

Unmiindigkeit, Digital Literacy and Transparency

To us, this situation is reminiscent of what Kant describes
in his response to “What is Enlightenment?” [12]. Kant
sharply criticizes the “laziness and cowardice” of men in
terms of using their own understanding. However, in con-
trast to Kant who above all holds men themselves respon-
sible for their Unmindigkeit (immaturity), we find evidence

that this time such Unmundigkeit might not be self-imposed:

It has been shown that users are very much interested in
the underlying reasoning and processing of systems [9, 18],
and that users are able to establish accurate mental models
of their workings [30].

Instead, we argue that it is the dependency of users on the
goodwill of providers that hinders user enlightenment. In
his essay, Kant describes the relationship between men
and their “guardians”, i.e., representatives of social insti-

tutions, “who have kindly taken supervision upon them-
selves” and thus undermine men’s ability to step out of Un-
mindigkeit. Similarly, users currently lack the opportunity
to leave the state of Unmiindigkeit because most systems
remain opaque and providers are reluctant to make them
transparent. This reluctance may be due to additional ef-
forts or costs required for more transparency. It may also be
due to business secrecy, or because it is yet often unclear
what “making a system transparent” means in practice. Or,
in the context of neural networks and deep learning, be-
cause the feasibility and ways of making intelligent algo-
rithmic processing transparent are still to be established

(e.g., [26]).

A lack of transparency and understanding of personal data
processing can discourage users from utilizing and enjoying
digital services and products. For example, Felt et al. [10]
have shown that users tend to refrain from installing apps
because of privacy concerns. Opaqueness may also lead
to decreased user understanding due to erroneous mental
models of the system [16, 30].

The General Data Protection Regulation (GDPR) is the new
legal framework aimed at protecting data privacy within the
European Union. A major requirement for GDPR compli-
ance is transparency. We therefore argue that we are now
presented a unique opportunity for user enlightenment. We
can leverage this opportunity to foster digital literacy by
making data processing and algorithmic decision-making
transparent to users. This is in line with prior calls for more
transparency in data processing and algorithmic decision-
making [13, 32]. However, this time, the legal prerequisites
are different.

Prior work has associated transparency and information
about algorithmic decision-making with increased user trust
in the system [7] and satisfaction with its recommenda-



tions [5]. Moreover, transparent systems help users build
better mental models of their workings [15]. We there-
fore encourage companies and providers to not only see
the GDPR and transparency as a burden, but as a strate-
gic opportunity of enhancing products and services and
thus increasing customer loyalty. With this call we posi-
tion ourselves among researchers such as Mulligan and
Bamberger who made a related argument in the context of
privacy-by-design [23].

We furthermore argue that certificates, labels or seals
demonstrating GDPR compliance alone might not be suffi-
cient — they might establish user trust, but will do little to ad-
vancing digital literacy and user enlightenment. In contrast,
we call for profound yet usable information as a means to
fulfill the requirements regarding transparency in the GDPR
and to give users the opportunity to step out of their current
Unmiindigkeit through informed choices — as Kant puts it:

‘[...] that the public should enlighten itself is
more likely; indeed, if it is only allowed free-
dom, enlightenment is almost inevitable.” [12]

To reach this goal, we see the HCI community as a medi-
ator between industry and users to finding answers to the
question:

How can we anchor enlightenment in design?

In the following sections, we will draw on related work to
identify possible avenues for future research towards best
practices for user enlightenment.

Towards Enlightenment in Design

There is a plethora of work on transparency in various
areas such as interactive [2] and interpretable machine
learning [31], recommenders [25], or context-aware sys-
tems [18]. We review prior work in the light of our call for
user enlightenment and group it according to the two main
challenges that we see for putting this call into design.

First Challenge: What Kind of Information Allows for
Informed Choice?

Making informed choices about one’s privacy implies be-
ing provided with (exactly) the pieces of information that
allow one to do so. What sounds trivial at first sight is a
complex task when it comes to making algorithmic decision-
making transparent. A common approach in prior work are
so-called explanation interfaces, which typically answer
possible questions users might have about the workings
and decisions of the system. Lim and Dey [18], for example,
introduced five types of questions in context-aware systems
(e.g., Why did the system do X? Why did it not do Y? What
(else) is it doing?), which have been adopted by, for ex-
ample, Kulesza et al. [15]. In the same manner, Miller [21]
defines explanations as answers to Why questions. Draw-
ing on humanities, he provides a very detailed overview of
the prerequisites for a “good” explanation (as summarized
by [22]):

(1) Contrastiveness: Explain why one prediction was made
instead of another prediction.

(2) Selectiveness: Select information instead of explaining
all possible causes for a prediction.

(3) Sociality: Converse with the receiver of the explanation.
(4) Abnormality: Focus on abnormal or unusual causes.
(5) Truthfulness: Create explanations that are true and hold
true also in other situations.



(6) Coherence: Explain in line with prior beliefs of the re-
ceiver of an explanation.
(7) Generalizability and probability: In the absence of an

abnormal cause, explain in a general and transferable manner.

However, it is yet unclear how to determine the actual con-
tent of an explanation. How can we make sure that the ex-
planation we give is suited to foster digital literacy and thus
allows users to make informed choices? What is the ideal
granularity of an explanation? In line with [22], we argue
that this is dependent on the application context and user
group alike, and thus has to be defined for each system or
system group separately. We encourage the HCI commu-
nity to explore ways of finding answers to these questions
to provide companies and providers with approaches they
can apply without too much effort. Otherwise, we see a risk
of one-fits-all solutions for transparency, similarly to what
we have seen in end user licence agreements: They are
straight-forward for companies, but do not take into account
the needs of users [3]. For example, following the approach
by Kulesza et al. [16, 17] and Tullio et al. [30], Eiband et

al. [9] have proposed a process driven by users’ mental
models to make system decisions transparent. However,
other approaches may exist.

Second Challenge: Which Presentation Format Facilitates
Informed Choice?

We argue that the effectiveness of explanations in terms

of user enlightenment is strongly dependent on the way it
is presented; presentation should allow users to efficiently
grasp and process the given information in a particular con-
text. But which presentation formats are suited for efficient
processing and how can we find them in a structured way?
Although prior work has already explored different ways of
presenting information, there are yet no agreed-upon ap-
proaches to this problem, nor best practices. One notable

exception is a toolkit for automatically creating standardized
text-based explanations in context-aware systems intro-
duced by Lim and Dey [19]. Beyond that, researchers have
tested text-based explanations as well as multimedia vi-
sualizations for various systems. For example, while Lim
and Dey recommend visualizations to augment explana-
tions in context-aware systems [18], Kouki et al. found that
text-based explanations performed similarly well as Venn
diagrams in recommenders [14]. We argue that digital liter-
acy and informed choice might be best fostered if the pre-
sentation format is standardized to a certain extent across
products and services, similar to existing design patterns for
graphical user interfaces [29]. These patterns should be de-
signed in a way that takes company-specific requirements
into account while creating a “vocabulary” of interface ele-
ments that users can quickly understand and recognize in
similar situations.

Concluding Remarks

In this position paper, we have argued that the GDPR presents

a unique opportunity for the HCI community to foster users’
digital literacy through making data processing and algo-
rithmic decision-making transparent. To us, the lack of this
data literacy results in users’ dependency on the goodwill of
providers, which is reminiscent of the relationship between
men and their “guardians” criticized by Kant [12]. We there-
fore see digital literacy as a necessary step for users to
step out of their current Unmuindigkeit, and call upon HCI
researchers to find design solutions to pave the way for
user enlightenment. Whether it is indeed sufficient for users
to become enlightened will become clear if we give them
the opportunity to do so.
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