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ABSTRACT
The development of FTIR (Frustrated Total Internal Reflec-
tion) technology has enabled the construction of large-scale,
low-cost, multi-touch displays. These displays—capable of
sensing fingers, hands, and whole arms—have great poten-
tial for exploring complex data in a natural manner and
easily scale in size and the number of simultaneous users. In
this context, access and security problems arise if a larger
team operates the surface with different access rights. The
team members might have different levels of authority or
specific roles, which determines what functions they are al-
lowed to access via the multi-touch surface. In this paper we
present first concepts and strategies to use a mobile phone
to spontaneously authenticate and interact with sub-regions
of a large-scale multi-touch wall.

Categories and Subject Descriptors
H.5.2 [User Interfaces]: Input devices and strategies, in-
teraction styles.

Keywords
Multi-touch interaction, frustrated total internal reflection,
large displays, mobile devices, input strategies, authentica-
tion, emergency scenario, CSCW.

1. INTRODUCTION & MOTIVATION
Multi-touch interaction with computationally enhanced sur-
faces has received considerable attention in the last few years.
The rediscovery of the FTIR principle, which allows for

building such surfaces at low cost, has pushed the devel-
opment of new large-scale multi-touch applications fast for-
ward. These walls are well suited for multi-user collabo-
ration with large data sets, such as geographical or time-
stamped data. In scenarios with large surfaces (i.e. more
than 2 meters) and large groups of users (i.e., more than
two) controlling access to content and functionality made
available through the multi-touch surface is often an impor-
tant requirement. However, although FTIR allows identify-
ing a large number of contact points on the wall, it does not
discriminate between different users. This makes it difficult
to control who is issuing a command. This can lead to severe
security problems if the multi-touch wall is used for trigger-
ing real-world events, as is the case in control room scenarios.
For example, in an emergency response to a flooding event
(cf. [9]), where a team of experts needs to coordinate mobile
forces on the ground (e.g., fire brigades) and monitor data
on a geographical representation (e.g., flood level and degree
of pollution of air and water), not all users should be able to
manipulate all data presented on the multi-touch wall. De-
pending on the particular policy, only the commander of the
fire brigade forces might be allowed to send a mobile unit
to a new target (e.g., by pointing to the unit and the new
destination). Authentication concepts known from desktop
computing are not well suited for these settings, since they
usually grant access to an application or the whole computer,
rather than to a local area of the screen.

In this paper we are addressing the problem that in some
collaborative work situations the group of users of a multi-
touch wall varies greatly in competence, hierarchical level,
and decision-making authority, demanding a dedicated au-
thentication and access mechanism for small regions of a
multi-touch surface. We present a first solution for how to
authenticate a user who wants to interact with a sub-region
of a multi-touch wall. We present novel concepts that en-
rich the interaction with multi-touch surfaces by using a
personal mobile device to spontaneously authenticate and
interact with the multi-touch wall.



Figure 1: Multi-user interaction with a multi-touch
wall in an emergency scenario without dedicated ac-
cess control: The user is selecting an authentication
level by pressing a button representing a certain
role.

The paper is structured as follows: First we briefly give an
overview of related work. In Section 3 we introduce an au-
thentication concept using the flashlight and Bluetooth unit
of a mobile device as response channels. Due to the fact that
we did not yet run user tests on the interaction we discuss
some possible variants of the basic concept, which we intend
to evaluate in the future. We also present more general ideas
for how to enrich the functionalities of a large scale multi-
touch wall using mobile devices in an emergency setting. In
Section 3 we briefly summarize the state of implementation.
In the last section we present our conclusion and ideas for
future work.

2. RELATED WORK
Collaborative visualization and decision-making tools for cri-
sis response has been a classical field of the Digital Cartogra-
phy, Visualization and GIS communities. In addition, other
disciplines, such as the HCI and Ubiquitous Computing com-
munities, have tried to tackle various aspects of this prob-
lem. Most of the existing work focuses on large format map
applications that support decision-making, for example, in
an emergency operation center (EOC). McEachren [5] et al.
provide a good overview of these large format map applica-
tions that support collaborative visualization and decision-
making. The GIS wallboard [3] is a conceptual example of
an electronic white board envisioned to support sketch-based
gestures to interact with geospatial data. Sharma et al. [8]
concentrate on multi-modal interaction (speech and gesture)
with a large dynamic map display and evaluated that sys-
tem in a crisis response scenario with real users. All this
work concentrates on supporting decision-making and group
collaboration in an EOC, but does not concentrate on the
problem of multi-user interaction with different levels of au-
thority. An interesting alternative to classical input devices,
like mice and keyboards, especially in emergency scenarios
is multi-touch technology, which allows multi-finger and bi-
manual operation [1], because in such scenarios users have to
make large-scale decisions very quickly and definitely. Sev-

eral hardware solutions exist that allow the realization of
multi-touch input on surfaces of different sizes. Buxton1

gives a thorough overview of current technologies as well as
the history of multi-touch surfaces.

Jeff Han presented the original FTIR multi-touch sensing
work in February 2006 at the Technology Entertainment
Design (TED) Conference [4]. This technology has the ad-
vantages in that it can be constructed from readily available
components, is cheap and can be scaled without problems to
a large scale multi-touch wall. Using this technology, multi-
touch surfaces can be easily integrated into EOC where users
often interact with geospatial information. However, FTIR
surfaces just detect touch events and do not provide the
identity of the users, per se. If multi-touch applications need
to distinguish between different users, the Diamond Touch
concept from MERL [2] could be used, with the drawback
that the users either need to be wired or stay in specially
prepared locations. Because an EOC is a very dynamic work
setting and users have to be flexible and switch between dif-
ferent work stations, such a technology is not useful for an
emergency scenario. We have determined that the benefits
of using FTIR far outweigh the disadvantage that it does
not identify users.

Mayrhofer et al. [6] present a method for establishing and
securing spontaneous interactions on the basis of spatial ref-
erences which are obtained by accurate sensing of relative
device positions. In their work they implemented an inter-
locked protocol using radio frequency messages and ultra-
sonic pulses for verifying that two devices share a secret.

3. USER IDENTIFICATION & AUTHENTI-
CATION

As already motivated in the introduction, collaborative work
at a multi-touch surface often involves users with different
roles, competencies, and scopes of expertise. In an emer-
gency response scenario, for example, a media contact per-
son may be allowed to visualize statistical data on the wall
to get an up-to-date picture of the situation, while only the
officer-in-charge may command emergency troops at the real
emergency site. It would thus increase safety and security if
the system could distinguish between users or if individual
input events could be authenticated. This would also help
in a later analysis of the events that took place, since critical
operations could be attributed to individual users.

Even in such a scenario we would like to retain the direct-
touch interaction scheme of FTIR multi-touch surfaces as
much as possible. We assume that most interactions are
allowed for every user and that only a small subset of in-
teractions are critical, e.g., because they trigger external
real-world events such as sending troops to a specific po-
sition. It therefore seems to be acceptable if these critical
operations require a slightly higher interaction effort than
the other operations.

The minimum requirement to support the above scenario is
to identify the user who generates the critical input event.
The system could then check whether the identified user is

1http://www.billbuxton.com/multitouchOverview.html
(2008)



Figure 2: Interaction scheme to authenticate with a specific user role on an FTIR multi-touch surface: (i)
The user touches the wall with the phone. (ii) The mobile phone flash light sends a light flash (or a camera
flash) to indicate the region the user wants to interact with and at the same time initializes the authentication
process. (iii+iv) The user can interact in his/her assigned role with the wall and do critical actions.

authorized to trigger the associated action. A better solution
would be to also cryptographically authenticate the user at-
tempting the input action instead of mere identification. Of
course, it would be best to continuously authenticate each
individual contact point, e.g., each contact point during a
dragging operation. However, this is not possible given bare
finger input and current FTIR technology. It is also not nec-
essary for enabling scenarios like the one outlined above. A
solution in which a user “logs in” to a small region in order
to gain exclusive access to the region until the user releases
that region again does not seem to be adequate, because
we assume that, in general, quick access to all parts of the
multi-touch surface is required.

We therefore propose to identify—and if possible also au-
thenticate—users in the case of critical operations by using
a mobile device as a mediator. We assume that the device
contains a flash light and Bluetooth connectivity, and is able
to detect touch events with an integrated microphone or ac-
celerometer. We further assume that the FTIR system has a
second camera that detects light flashes in the visible range.
The basic identification scheme (without cryptographic au-
thentication) works as follows:

1. The user touches a region of the wall with the phone.

2. The phone detects the touch event with its built-in ac-
celerometer or microphone and generates a light flash.
Simultaneously it sends the user ID via Bluetooth.
(Optionally, microphones can be installed at the multi-
touch surface as proposed in [7] to determine the po-
sition of touch event on the surface.)

3. The surface detects the light flash at a certain position
and receives the user ID via Bluetooth. The light flash
can be distinguished from finger touch events, because
it produces a bright light strobe in the visible range,
whereas finger touch events are detectable mainly in
the infrared range.

4. The surface either detects the light flash first or re-
ceives the user ID via Bluetooth first. Both events
have to be received within a short time window ∆t. If
either one is missing or if they are more than ∆t apart,
the protocol is aborted. If more than one flash event
and one ID event are detected during a time window
extending from ∆t before the first event and ∆t after
the second event, this is considered as a collision.

5. If a collision was detected the server asks one of the
devices that have sent an ID to repeat the procedure.
Here also random backoff procedures could be used
to resolve the collision, in which the device waits a
random amount of time before a retransmission is at-
tempted (c.f. Ethernet media access).

6. If a unique association of position and user ID is found
the server looks up the authorization data for the ob-
ject at the respective position and checks whether the
user is allowed to perform the action. If so, a positive
response is sent via Bluetooth and the action is exe-
cuted. In addition, visible feedback on the region is
given to indicate success or failure.

The above algorithm uniquely identifies input events on in-
dividual regions, even with multiple simultaneous users gen-
erating finger input events and multiple users generating
phone touch events. If a user touches some other object
this will generate only a Bluetooth ID event, but no flash
event will be detected by the surface, so the algorithm will
abort or a collision with another user will happen. The algo-
rithm is guaranteed to uniquely associate user identities to
regions if both events are generated and sensed within ∆t.

A shortcoming of this algorithm is that it is not crypto-
graphically secure. An attacker could forge a user ID and
thus execute unauthorized critical operations on behalf of
another user. We identified the following requirements for
an algorithm that authenticates input on a sub-region of the
multi-touch wall to support the above scenario:

• The main goal is to ensure that critical operations are
only executed by authorized users. The authentication
scheme thus has to prove the identity as well as the
input position of the user who attempts the operation.

• The system should log all critical interactions for later
analysis and documentation. Ideally, the system should
also ensure non-repudiation of critical interactions. It
should be possible to reconstruct who was responsible
for which interaction.

• The system should allow for easy and spontaneous
authentication without requiring too much effort and
without interfering with other simultaneous users who
perform non-critical operations.



Figure 3: General interaction scheme to identify a user with a certain area on an FTIR multi-touch surface:
(i) The user touches the wall with the phone. (ii) The mobile phone flash light sends a light flash (or a
camera flash) to indicate the region the user wants to interact with and at the same time initializes the
authentication process. (iii+iv) The user is identified can interact in his/her assigned role with the wall and
do critical actions. The more detail scheme is described in the body of that paper.

With Bluetooth we have a high bandwidth connection but
we cannot determine the position on the multi-touch surface
where the user actually touched the surface. With the flash
light we have a very low bandwidth data channel and way to
detect the input position. We assume that the multi-touch
surface server and all mobile devices that are allowed to
interact with the surface have a pair of cryptographic keys—
a public key, a private key, and a corresponding certificate.

We propose the following preliminary authentication scheme.
In order to prevent forging, the user ID is signed with the
private key of the mobile device before sending it to the
server. To prevent replay attacks a timestamp and a se-
quence number are included in the authentication request.
The authentication protocol proceeds as follows:

1. The user touches a region of the wall with the phone.

2. The phone detects the touch event with its built-in ac-
celerometer or microphone and generates a light flash.
Simultaneously it sends the message m via Bluetooth:

m = enc(R′, pubKeyserver)

with

R′ = (R, sign(hash(R), privKeydevice))

R = (opcode, userID, time, seq.nr., rand.delay)

opcode = inputrequest

We assume that only the device knows privKeydevice

and thus only it is able to generate a valid “input re-
quest” message.

3. The surface detects the light flash at a certain posi-
tion and receives m via Bluetooth. If the content of
m cannot be verified it is discarded. Verification in-
cludes the signature, the timestamp, and the sequence
number for that device.

4. As above, if more than one flash event and one ID event
are detected during a time window extending from ∆t
before the first event and ∆t after the second event,
this is considered as a collision.

5. As above, if a collision was detected the process is re-
peated.

6. As above, authorization is performed and feedback is
given accordingly.

We assume that a valid signature of the message sent via
Bluetooth can only be generated by the device containing
the private key. Therefore the server can be sure that a
successfully verified ID stems from an authentic input re-
quest. If an attacker produces or replays an input request,
verification will fail at the server. However, an attacker can
produce flash events. If we assume that the authentic device
produces a flash event as well, the attacker can only produce
a collision.

A problem occurs, if a device generates an input request, but
the corresponding light flash is not detected by the surface.
This could happen if a touch event is triggered while not
facing the surface. In this case the light flash would never
reach the surface and an attacker could produce a light flash
on some random display region.

To solve this problem, a second light flash could be pro-
duced after a random delay whose duration is sent in m (see
step 2 above). The attacker would then have to guess the
right delay and produce the second flash at exactly the right
moment. If the server detects a flash before the indicated
delay, the procedure is aborted. The security of this ap-
proach depends on the accuracy with which the camera can
detect the light flashes. In the current setup, the camera
runs at 30 Hz, which severly limits the bandwidth of the vi-
sual channel. An obvious way to get a higher bandwidth is
to increase the frame rate of the camera. We are also work-
ing on other solutions. One idea is to introduce a light back
channel. A challenge could be sent by projecting a pattern
on the surface next to the detected light spot. The camera
of a mobile device is normally located next to the light flash
and could detect the challenge and send it back to the server
(signed and encrypted). This approach has the advantages
that the back channel via the mobile device camera has a
higher bandwidth and we can be sure that the user is ac-
tually interacting with the right sub-regions of a large-scale
multi-touch wall.

For the implementation we use a Nokia 5500 with a built-
in flash light and the Nokia N95 using its built-in camera
flash. A camera image (recorded by a DragonFly camera
with an infrared filter) of the raw camera image and the N95
touching the multi-touch surface can be seen in Figure 4.




